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Abstract 
Service robots are changing the nature of service 

delivery in the digital economy. However, frequently 

occurring service failures represent a great challenge to 

achieve service robot acceptance. To understand how 

different service outcomes in interactions with service 

robots affect usage intentions, this research investigates 

(1) how users attribute failures committed by humanoid 

service robots and (2) whether responsibility attribution 

varies depending on service robot design. In a 3 

(success vs. failure vs. failure with recovery) ✕ 2 (warm 

vs. competent service robot design) between-subject 

online experiment, this research finds evidence for the 

self-serving bias in a service robot context, that is, 
attributing successes to oneself, but blaming others for 

failures. This effect emerges independently from service 

robot design. Furthermore, recovery through human 

intervention can mitigate consequences of failure only 

for robots with warm design. The authors discuss 

consequences for applications of humanoid service 

robots and implications for further research. 

 

1. Introduction 

Over the past couple of years, artificial intelligence 

(AI) based assistants have been vigorously changing the 

service landscape [1]. A key manifestation of AI-based 

assistants are service robots, which are deployed in the 

service frontline to interact with users in order to deliver 

services [2]. Applications range from retail [3], over 

hotel and restaurants [4, 5], to hospitality and healthcare 

services [6, 7]. Especially the latter have gained 

importance as the Covid-19 pandemic transforms the 
digital economy, where service delivery becomes 

increasingly technology-mediated. 

Service robots are able to take on tasks of high 

cognitive-analytical complexity [2] and are currently 

taking great leaps towards performing tasks that require 

high empathetic intelligence [8]. However, while 

organizations invest in creating effective human-robot 

interactions (HRI), reality proves that service robots are 

oftentimes prone to failure, which in turn results in 

lower usage intentions [9]. To better understand how 

users react to failures, our research investigates how 

users assign responsibility for service outcomes. Service 
research shows that users who feel in control and 

therefore responsible for service outcomes are more 

satisfied with the service experience [10]. However, in 

the context of service robots, the examination of 

responsibility attribution (i.e., whether users think they 

are responsible for creating the service outcome), is still 

limited. 

Interestingly, service research has long recognized 

that fully eliminating failures from service interactions 

is “an insurmountable task” [11, p. 153]. While 

organizations need to invest efforts in improving service 
robots to reduce failures, it becomes apparent that it will 

always be necessary to find ways of dealing with 

negative user reactions after service failures. Overall, 

research on failures in interactions with service robots is 

limited [9]. In particular, further research on how to 

effectively recover from service failures is needed [5], 

and to our knowledge there is no prior research on 

effects of recovery on responsibility attribution in HRI. 

Therefore, we aim to answer following research 

question: 

 

RQ1: How do service failure and service recovery 
affect responsibility attribution in interactions with 

service robots? 

  

Moreover, prior research that has investigated user 

attributions of service robot failures has dominantly 

focused on comparing failures committed by service 

robots to failures committed by humans [e.g., 4, 12]. 

However, whether effects of service failure on 

responsibility attributions differ depending on service 

robot design remains largely unexamined. This is 



startling, because previous HRI research has shown that 

different robot designs can consequently lead to 

different user responses [13]. Prior research on 

repercussions of service robot failures points out that 

human-like features of service robots could change 
responsibility attribution and calls for further research 

[14]. More specifically, the two central dimensions of 

human social cognition, which are warmth and 

competence [15], promise to be effective in explaining 

user reactions to service robots [13]. Therefore, we 

examine how warm and competent robot design affect 

user attributions after service failure and recovery. 

Hence, we ask: 

 

RQ2: How does warm vs. competent service robot 

design impact the relationship between service outcome 

and responsibility attributions? 
 

Finally, prior studies that have investigated service 

failure have merely focused on examining user 

attributions. Notably, existing research has not 

addressed how these attributions affect subsequent user 

behavior [16]. However, insights on behavioral 

outcomes are needed to offer organizations actionable 

implications. Therefore, we further pose following 

research question: 

 

RQ3: How do responsibility attributions of service 
outcomes in interactions with service robots affect 

usage intention?  

 

In answering these three research questions, our 

study contributes to research on service delivery with 

robots in several ways. First, we contribute to research 

on attributional thinking by providing support for the 

existence of a self-serving bias (i.e., claiming success to 

oneself, but blaming external circumstances for failures) 

in a service robot context. Second, by investigating 

repercussions of not only failure, but further service 

recovery, we show that depending on robot design, 
recovery through human intervention can mitigate 

external attribution and instead shift responsibility 

attribution towards internal attribution. Third, by 

applying concepts from social cognition, we 

demonstrate that robot design affects attributional 

thinking. Specifically, users attribute responsibility 

more internally, if the outcome was caused by a service 

robot with warm (instead of competent) design. Finally, 

by including usage intention, our research provides 

insights on user reactions beyond psychological 

mechanisms. Results show that usage intentions 
increase with more internal (rather than external) 

responsibility attribution. 

2. Related work on service robot failures 

and recovery 

Service robots are “system-based autonomous and 

adaptable interfaces that interact, communicate and 

deliver service to an organization’s customers”  

[2, p. 909]. Current research examines the acceptance of 

service robots [2, 17, 18], the design of service robots 
[19–22], the impact of service robots on the user-

organization relationship [23, 24], failures in HRI [4, 9, 

14] and user reaction to such failures [5, 25]. 

We define service failures as situations, in which 

the service delivery by the robot does not result in the 

desired service outcome [26]. Previous service studies 

on AI-based assistants considered, for instance, the 

influence of text-based vs. embodied interfaces on 

service failures [27], the influence of service failures on 

humanness perceptions [28], the attribution of 

responsibility [14] and stability after a service failure 

[4], and user reactions to different failure types [5]. 
These studies were able to show that it is important to 

understand how service robot failures affect users 

emotionally and cognitively. Users attribute service 

failures differently to service robots and organizations 

[4], users perceive bots after a service failure as less 

human [28], and service failure types influence social 

perceptions of humanoid vs. non-humanoid service 

robots [5]. However, if the bot has a human appearance, 

then it is more likely that users will forgive a failure 

[27]. Furthermore, previous studies that have examined 

behavioral components additionally find, for example, 
that service failures lead to dissatisfaction or negative 

service evaluations, which is detrimental for 

organizations [5, 28, 29].  

Service research has long established that service 

failures are the main cause of user switching behavior 

[30]. In order to retain users, organizations need to 

assess which recovery strategy is most effective in 

interactions with service robots [9]. Prior studies that 

have investigated different recovery strategies in 

interactions with service robots have thus far mainly 

focused on robot-initiated actions [26, 31]. Most 
commonly, research has examined the effectiveness of 

apologies and explanations [5, 9]. Service literature 

recommends these two strategies [32] because they 

effectively appease the user in the first step [5, 33]. 

These strategies act as informative help [34]. However, 

previous studies have shown that a recovery that 

provides immediate assistance received a better service 

evaluation than informative recovery strategies [29]. 

Therefore, recently, researchers and organizations are 

increasingly focusing on solving the problem through 

human handover [5, 9, 31]. This recovery strategy 

promises to be more effective in repairing impaired re-
usage intentions, because it can improve user experience 



through quick resolution [35] and can therefore mitigate 

dissatisfaction with the required service [5]. These 

findings indicate that users seek to have the problem 

itself solved in service situations [36].  

3. Theoretical background 

3.1. Responsibility attribution  

When service failures occur, users seek to explain 

this circumstance [37]. Attribution research considers 

“how people arrive at causal inferences, what sort of 
inferences they make, and what the consequences of 

these inferences are” [38, p. 548]. Therefore, attribution 

theory allows us to analyze how users assign blame 

when a service failure happens [39]. In attribution 

theory, this refers to the term responsibility attribution, 

which describes the perceived cause of the service 

outcome [4, 38, 40]. The user can attribute an outcome, 

whether failure or success, internally, to themselves, or 

externally, to an organization, service robot, employee, 

etc. [4, 37, 41]. In recent years, studies examined 

attribution theory in the context of (self-serving) 

technology [42] and service robots [4, 16, 41]. Existing 
research shows that the theory is suitable to understand 

responsibility attribution of users towards new AI-based 

technology [14, 41]. Previous studies in HRI have 

examined attributional thoughts in the context of 

different service outcomes like failure vs. success [4], 

with different frontline agents oftentimes robot vs. 

human [4, 12, 14], technology's autonomy and 

behavioral control [16], different user attributions like 

robot or organization responsibility [14] and relative 

status of the robot [41].  

A tenet of attribution theory is that attributions are 
prone to biases – the most prominent bias is the self-

serving bias, which describes the tendency of users to 

explain negative outcomes externally and attribute 

positive outcomes to their own abilities (internally) [43, 

44]. As studies show, this bias can also be applied to the 

technology context [41, 44]. Following the self-serving 

bias, the attribution of responsibility depends on the 

service outcome. Therefore, we hypothesize the 

following in the context of service robots:  

 

H1a: The user is more likely to attribute 

responsibility externally if the service outcome is a 
failure (vs. success). 

 

Prior work on service recovery has shown that 

recovery efforts are successful in attenuating negative 

user reactions after failure [e.g., 5, 29]. However, 

whether this applies to responsibility attribution is 

unclear. Previous research on recovery through 

immediate and active assistance shows that users 

evaluate the service more positively [29]. Users should 

therefore blame the service robot less and are more 

likely to forgive it because of the immediate assistance 

provided. Furthermore, the external responsibility 

attribution in response to failures is a result of 
maintaining a positive self-image of oneself, or a “self-

protection strategy” [45, p. 23]. Through recovery 

however, the need to self-protect should not be as 

prominent because the failure will be resolved. 

Furthermore, negative (i.e., external) attributions after 

failures are a result of a lack of recovery. However, 

when organizations provide recovery and thus change 

the service outcome to a favorable one, external 

attributions will be reduced [25]. Hence, we assume that 

service recovery will minimize the external attribution 

of blame. Therefore, we hypothesize: 

 
H1b: If a service failure is recovered, external 

responsibility attribution is mitigated. 

 

Finally, attributions of service outcomes determine 

the perception of service quality and behavioral 

reactions such as (dis)satisfaction or service loyalty 

[10], which should be reflected in the intention to use 

the service robot. As services are jointly produced by 

organization and user, if users attribute the 

responsibility of a service outcome to themselves, they 

feel like they have contributed to the service outcome 
[10]. Therefore, we assume that users who feel in 

control of a service outcome are more likely to use the 

service robot again in the future. This leads to the 

following hypothesis: 

 

H2: Internal attribution of responsibility has a 

positive effect on the intention to use the service robot. 

3.2. Social perceptions of service robots 

Prior work suggests that user reactions to service 
robots depend on their design. More specifically, 

organizations humanize service robots because this 

promises higher usage intention [46]. This happens 

because with an increasingly human-like interface, users 

tend to perceive and treat robots as social beings [44, 47, 

48].  

In social psychology, social perception 

distinguishes between the two universal dimensions of 

warmth and competence [15]. These two dimensions are 

based on the Stereotype Content Model (SCM) and are 

closely related to other important constructs of social 

perception [15, 49]. The dimension of warmth describes 
whether the social counterpart intends something good 

and is often described with characteristics such as 

friendliness and trustworthiness [15, 50]. The dimension 

of competence encompasses whether the social 



counterpart has the ability to accomplish certain 

purposes and is associated with intelligence and 

capability [15, 50]. Prior research shows that these two 

dimensions of social perception are also relevant in the 

case of humanoid service robots [5]. 
In previous research, however, it is still 

controversial which dimension is more important, 

because it depends on various factors such as the service 

context or the user segment [51]. While warmth 

perceptions support relational outcomes such as user-

organization identification, competence perceptions 

have a positive effect on transactional outcomes of the 

user-organization relationship [51]. 

 In robot design, features like a friendly face can 

increase perceived warmth [13], which creates a certain 

relatedness in the interaction. Human features are not 

necessary to elicit competence perceptions, they are 
instead fostered through functional elements [52]. 

Accordingly, both warmth and competence perceptions 

seem to be positively related to service robot acceptance 

[2]. Notably, previous findings suggest that higher 

warmth perceptions are oftentimes associated with 

lower competence perceptions [53]. This means that if 

service robot design fosters warmth perceptions, 

competence perceptions might be mitigated, and vice 

versa.  

As stated above, high competence perceptions are 

associated with greater intelligence and ability. 
Therefore, users expect service robots designed to elicit 

competence perceptions to be capable of providing a 

certain outcome. As a consequence, the robot will be 

seen as more responsible for service outcomes. 

However, for service robots with warm design, users do 

not ascribe them the capability to achieve an outcome to 

the same extent. Instead, they should feel the robot has 

produced the service outcome only with the help of the 

user’s efforts. Therefore, service robot design affects 

user attribution as follows: 

 

H3: The user is more likely to attribute 
responsibility internally for service robots with warm 

(vs. competent) design. 

 

 As noted in H1a, we assume that service failures in 

interactions with service robots trigger the self-serving 

bias. In interactions between humans, attributional 

research has shown that the bias emerges between 

strangers. However, and interestingly, the bias is less 

pronounced or even non-existent if the persons involved 

are friends [54]. Warm robot design intends to elicit 

feelings of friendliness and relatedness [13], which 
should be comparable to feelings in encounters between 

friends. Accordingly, we assume that warm robot design 

will mitigate external responsibility attribution. 

Therefore: 

 

 H4a: The effect of service failure on external 

responsibility attribution is mitigated, if service robots 

have a warm (vs. competent) design. 

 

As established in H1b, service recovery minimizes 

the effect of failure on external attribution. We assume 

that the magnitude of this effect is dependent on service 
robot design. More specifically, we assume that 

recovery efforts will be more successful in mitigating 

external attribution for a service robot with warm design 

than for a service robot with competent design. When 

interacting with users on a personal, emotional level, 

warm robot design increases trust, the likelihood of 

forgiving a service failure and also reduces complaining 

intentions [55]. This suggests that users should be more 

forgiving towards service robots with warm design, 

because they perceive them as being helpful and caring. 

Users seek to maintain this friend-like relationship by 
forgiving failures [13]. In addition, the SCM addresses 

the fact that individuals feel pity and sympathy for 

others that they perceive as highly warm and less 

competent [15] and are therefore more likely to forgive 

the service bot with a warm design. Therefore, after 

service recovery through immediate assistance, users 

show more forgiveness towards service robots with 

warm design and should be more content to take part of 

the responsibility onto themselves. Hence, we 

hypothesize: 

 

H4b: The mitigating effect of recovery on external 
responsibility attributions is more prominent for service 

robots with warm (vs. competent) design. 

 

Figure 1 illustrates the research framework as well 

as the hypotheses. 

 

 
Figure 1. Research framework 



4. Study  

4.1. Design and sample 

 To test our hypotheses, we conducted a 3 (service 

outcome: success vs. failure vs. failure with recovery) ✕ 
2 (service robot design: warm vs. competent) between-

subject online experiment. We recruited participants of 

a European university by using distribution lists and 

social media. After the survey, participants could take 

part in an optional raffle of online shopping vouchers. 
We chose a scenario-based approach to ensure that the 

interactions were identical, with the exception of the 

respective manipulations. In doing so, we could control 

for confounding influences to achieve high internal 

validity. After a brief introduction to the survey, we 

instructed participants to imagine they were feeling ill 

and wanted to seek medical assistance. When they 

arrived at the doctor’s office, they were greeted by a 

humanoid service robot. Participants faced the 

humanoid service robot as a static image. We chose a 

medical context for the setting of our experiment 

because recently, against the background of the Covid-
19 pandemic, the medical sector has experienced a surge 

in service robot applications [56]. 

At the beginning of the experiment, the survey tool 

randomly assigned the participants to one of the six 

experimental groups. In both service robot design 

scenarios, participants saw a version of the service robot 

Cruzr by Ubtech Robotics. Not only did organizations 

increasingly employ Cruzr during the Covid-19 

pandemic [57], but prior empirical studies also used it 

as a focal object [58]. Both versions of the service robot 

design include a humanoid form, in that the robot has 
arms and a torso. For the warm service robot design, we 

chose a humanoid face, because prior studies show that 

human-like features foster perceptions of human 

warmth through purporting social capabilities [5]. In 

contrast, the face of the competent service robot merely 

consisted of a display with no further human-like 

features. This was done to make the robot appear more 

machine-like, and consequently less warm and more 

efficient. Figure 2 depicts the two different service robot 

designs. 

 Beyond the robots’ appearances, we manipulated 

warmth and competence perceptions through their 
greetings in the beginning of the scenarios. The 

introduction of the service robot with warm design was 

“Nice to see you, I am happy to help you. Please tell me 

what ails you”. This was done to elicit perceptions of 

kindness and empathy. The service robot with 

competent design introduced itself with the words 

“Thanks to the use of the latest technology, I can be of 

great help to you. Please tell me about your symptoms”. 

After this introduction we asked participants to rate their 

competence and warmth perceptions on 7-point Likert 

scales ranging from 1 = strongly disagree to 7 = strongly 

agree. We assessed both variables with five items each 

(Perceived competence: “The robot is competent, 

confident / intelligent / knowledgeable / efficient”,  
α = 0.89; perceived warmth: “The robot was warm / 

good-natured / sincere / friendly / trustworthy.”,  

α = 0.86; adapted from [49]).  

 

Competent  
service robot design 

 
Warm  

service robot design 

Figure 2. Service robot design manipulation 
 

 Next, we instructed to the participants to imagine 

that they described their symptoms to the service robot. 

In the success scenario, the robot would give the 

participant their diagnosis, while in the service failure 

scenario the robot is unable to give a diagnosis. In the 

recovery scenario, the service robot informed the 

participants that they will be transferred to a human 

physician, who finally gives a diagnosis. We chose 

human handover as recovery strategy because prior 

work suggests it is an effective means of mitigating 
negative user responses after failures [31]. The 

diagnosis given in the recovery scenario was identical to 

the diagnosis in the service success scenario. We 

delivered all information including the greeting by the 

service robot via reported speech, for example „The 

robot tells you that your symptoms point to a flu-like 

infection”.  

After the experiment, participants answered 

manipulation checks on service outcome (“The robot 

could solve my service inquiry”; [59]) as well as service 

recovery (“A solution was provided to my problem”; 
[59]. We collected the measure on responsibility 

attribution (“The responsibility for the outcome of the 

service interaction lies (1) outside of me / (7) inside of 

me”; [60]) as well as usage intention (“If given the 

chance, I plan to use the service robot in the near future”, 

“If given the chance, I think I’ll use the service robot in 

the near future”, α = 0.96; [61]). The survey closed with 

a question on prior experience with service robots (“I 

am experienced in interacting with service robots”), 

demographics and attention checks. Except for 

demographics, we measured all items on 7-point Likert 

scales anchored by 1 = strongly disagree to 7 = strongly 
agree, if not stated otherwise. 

The initial sample consisted of 349 participants. We 

discarded those who did not correctly recall and identify 



how the service robot looked like (23 participants) and 

those who self-reported that they did not fill out the 

survey conscientiously (1 participant) from further 

analyses. Therefore, the final sample comprises 325 

participants (75% female, Mage = 30 years), which are 
approximately evenly distributed across the six 

scenarios. Overall, the participants perceived the 

scenarios as realistic (“The presented scenario was 

realistic”, [62], M = 4.8, SD = 1.9). There were no 

significant differences in realism perceptions across 

scenarios. Furthermore, there were no significant 

differences in distribution of age, gender and prior 

experience with service robots across scenarios (all  

p > 0.1). 

4.2. Results 

The manipulation checks for perceived competence 

and warmth show that the service robot with competent 

design is perceived as significantly more competent than 

the service robot with warm design (Mcompetent = 4.53,  

SD = 1.29; Mwarm = 4.18, SD = 1.38; t = 2.36, p < 0.01). 

Furthermore, the service robot with warm design is 

perceived as significantly warmer than the service robot 

with competent design (Mcompetent = 3.79, SD = 1.35; 

Mwarm = 4.35, SD = 1.35; t = –3.39, p < 0.001). This 

shows that manipulation of service robot design was 

successful. Interestingly, these results provide evidence 
for the fact that higher warmth perceptions are 

associated with lower competence perceptions and vice 

versa. Furthermore, the manipulation checks for 

perceived service outcome (Msuccess = 4.36, SD = 1.68; 

Mfailure = 1.55, SD = 1.23; t = 14.10, p < 0.001) and 

service recovery (Mfailure = 1.67, SD = 1.34; Mrecovery = 

2.06, SD = 1.74; t = –1.84, p < 0.05) were also 

successful. 

To test hypotheses H1, H3 and H4, we conducted an 

analysis of variance (ANOVA) with responsibility 

attribution as dependent variable and service outcome, 
service robot design as well as their interaction as 

independent variables. ANOVA results show a 

significant main effect of service outcome on 

responsibility attribution (F(2, 319) = 17.51, p < 0.001). 

Planned contrasts of predictive margins show that 

responsibility for service failure is attributed 

significantly more externally than for service success 

(Msuccess = 3.95, SE = 0.16; Mfailure = 2.61, SE = 0.16;  

t = –5.89, p < 0.001), which provides support for H1a and 

the existence of the self-serving bias in a service robot 

context. As assumed, if the service failure is recovered, 

the self-serving bias can be mitigated successfully 
(Mrecovery = 3.14, SE = 0.16; t = 2.38, p < 0.05), which 

further provides support for H1b. Furthermore, ANOVA 

results show a significant main effect of service robot 

design on responsibility attribution (F(1, 319) = 5.30,  

p < 0.05). More precisely, outcomes are attributed 

significantly more internally for robots with warm than 

for robots with competent design (Mcompetent = 3.02,  

SE = 0.14; Mwarm = 3.45, SE = 0.13; t = 2.3, p < 0.05), 

which provides support for H3. 
Finally, to analyze the interaction effect, we rely on 

planned contrasts. Figure 3 shows an overview of the 

interaction effect. Inconsistent with H4a, the effect of 

failure on external attribution is not less severe for warm 

than for competent service robot design, because there 

is no significant difference in the emergence of the self-

serving bias between service robot design manipulations 

(ΔMcompetent✕failure = –1.27, SE = 0.34; ΔMwarm✕failure =  

–1.41, SE = 0.30). However, and in accord with H4b, the 

mitigating effect of recovery is more prominent for the 

warm than for the competent service robot design. 

(ΔMcompetent✕recovery = 0.41, SE = 0.34; ΔMwarm✕recovery = 
0.65, SE = 0.31). Notably, planned contrasts show that 

the mitigating effect of recovery is significant for warm 

service robot design (t = 2.11, p < 0.05), but 

insignificant for competent service robot design  

(t = 1.27, p > 0.1). This implies that the self-serving bias 

cannot be attenuated through service recovery, if service 

robot design is focused on competence.  

 To test the effect postulated in H2, we conducted 

regression analysis with usage intention as dependent 

variable and responsibility attribution as independent 

variable. There is a significant positive effect of 
(internal) responsibility attribution on usage intention  

( = 0.18, SE = 0.05; t = 3.41, p < 0.01), which confirms 

H2.  

5. Discussion and implications 

The results provide evidence for the self-serving bias 
in a service robot context: While users claim 

responsibility for successes, they shift blame for failure 

 
Figure 3. Predictive margins for 

responsibility attribution 
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away from themselves. The former implies that users 

believe they contributed to the successful outcome, in 

our case by communicating their symptoms 

successfully. The latter however suggests that in case of 

a service failure, users deem the service robot 
responsible, in that the robot must not have been able to 

understand the communicated symptoms. This bias 

emerges in order to cope with situations that disfavor the 

user’s self-perceptions [45]. Consequentially, if users 

attribute responsibility for an outcome internally, usage 

intentions increase. However, if users attribute an 

outcome externally, usage intentions decrease. This 

happens because users like to feel in control of a 

situation, which is in line with findings from prior 

research on traditional service interactions [10]. 

Interestingly, through a successful recovery that 

immediately provides a successful outcome, the 
responsibility attribution shifts towards internal 

attribution, away from external attribution, which is 

predominantly in line with theory [36]. Therefore, if a 

service failure is recovered, the negative effect of failure 

on usage intention can be indirectly mitigated through a 

less external attribution of responsibility.  

Moreover, users attribute outcomes caused by 

service robots with warm design more internally, while 

they attribute outcomes caused by service robots with 

competent design more externally. On the one hand, this 

implies that users perceive robots with competent design 
as more capable and in charge of their actions, thus more 

responsible for outcomes, which is consistent with 

existing theory [15, 50]. On the other hand, users 

perceive outcomes in interactions with robots with 

warm design as being created through the effort of the 

user, e.g. more as a result of a co-creation process [63].  

Furthermore, when taking a closer look at 

interactions of service outcome and service robot 

design, it becomes apparent that overall, the self-serving 

bias exists independently from robot design. The main 

effect of robot design described above is therefore 

outweighed by service failure. Contrary to our 
hypothesis, the effect of failure on external attribution 

was not less distinct for robots with warm design. 

Attributional research suggests that the self-serving bias 

does not emerge in interactions between friends [54]. 

We assumed that through warm robot design, a similar 

result would be achieved. However, this was not the 

case, presumably because the brief interaction with the 

service robot was not able to elicit the same feelings of 

closeness that users feel in interactions with friends. 

We further find that external attribution of 

responsibility through failure can only be mitigated 
through service recovery if service robot design focuses 

on warmth. We assume this is because users are more 

forgiving towards a robot they perceive as friendly and 

good-natured [55]. Therefore, while for competent robot 

design, after service recovery users still deem the robots 

responsible to the same extent as without recovery, for 

warm robot design this is not the case. Instead, through 

recovery in response to failure committed by a service 

robot with warm design, users tend to take part of the 
blame onto themselves.  

Overall, these findings contribute to research on 

attributions of different service outcomes in a service 

robot context [64]. In summary, the findings have 

several implications for organizations. Through external 

responsibility attribution, service failures drastically 

diminish usage intentions. This effect is so severe that 

design considerations seem to become dispensable in 

failure situations. However, and interestingly, if failure 

is recovered, users are less likely to blame external 

circumstances and therefore more likely to use the robot 

again, if the robot design focuses on warmth. Ideally, 
organizations should continue striving for failure-free 

service interactions, while simultaneously working out 

recovery strategies that alleviate the cost of service 

failures.  

6. Limitations and future research 

The present study is not free of limitations, which 
open up avenues for further research. When considering 

attributional processes in response to different service 

outcomes, our work focuses on responsibility 

attribution. These attributions can be made internally or 

externally. Traditionally, attribution theory investigates 

three types of attributions: locus of causality, 

controllability and stability [37]. Extant studies have 

combined the former two to the dimension of 

responsibility attribution [4], which is the variable 

examined here. Furthermore, we did not include 

stability perceptions in our framework, as prior work has 

found that stability attributions are of less relevance in 
failure situations [14, 65]. For a more nuanced overview 

of how user attributions explain the effect of different 

service failures and robot designs on usage intentions, 

future studies should consider including all dimensions 

as explanatory mechanisms. 

Second, this study focuses on the assertion of the 

self-serving bias, which compares internal vs. external 

responsibility attributions. However, from our results it 

remains unclear, whether external attributions refer to 

the robot or the organization, or even other causes. 

Future work should examine this by not only measuring 
internal vs. external attribution, but further refine to 

what “external” refers.  

Next, we considered warmth and competence 

dimensions for service robot design. The manipulation 

checks on perceived competence and warmth suggest 

that the two dimensions are mutually exclusive, at least 

as a result of our operationalization. However, in prior 



work, traits that stimulate warmth perceptions did not 

interfere with competence perceptions [5]. Existing 

research has discussed under which circumstances the 

dimensions co-occur or not [53], however, this question 

remains unanswered in service robot research. With 
regards to the setting of our study, prior literature 

suggests that both warmth and competence perceptions 

are relevant for robot acceptance in a medical context 

[66]. Future studies should consider manipulating 

different configurations and combinations of warmth 

and competence.  

Moreover, the physical appearance of robots has 

been demonstrated to be vital to the perception and 

evaluation of robots [46]. In this study however, neither 

warm nor competent service robot design could buffer 

the negative effects of failure. Therefore, future research 

should further investigate different aspects of human-
like service robot design in interactions with different 

service outcomes. Altogether, it becomes apparent that 

the effect of service failure mostly outweighs design 

considerations. For firms, this implies that investing 

effort in recovery strategies is of great relevance. In our 

study, it has been shown that the human intervention 

mitigates consequences for a robot with a warm design. 

Further studies could explore additional recovery 

strategies, such as recovery through the respective (or 

even another) robot. 

Finally, our studies relied on descriptive scenarios 
with pictures of service robots, instead of a real service 

interaction. We did this to be able to control for 

confounding influences and to assure that the 

interactions are identical except for the respective 

manipulations. As a consequence, external validity may 

have been hampered [67]. To address this, future studies 

should examine real-life interactions between users and 

service robots. 

7. Conclusion  

Despite the fact that AI-based assistants like service 

robots become increasingly capable of handling deeply 

complex tasks, they are not free of failures. Therefore, 

understanding the impact of failures and creating 

strategies to recover from them will remain of relevance. 

The goal of the present work was to examine how users 

attribute responsibility for different service outcomes. 

The findings shed light on the fact that users tend to 

claim responsibility for successes, however blame 
external circumstances for service failures. When 

assessing different service robot designs, our results 

suggest that service failures overshadow design 

considerations. However, through recovery, external 

responsibility attribution can be mitigated for service 

robots with warm design. At last, we demonstrate that 

shifting responsibility towards internal attribution 

fosters usage intentions.  
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